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Abstract

The NASA/GSFC Scanning Raman Lidar (SRL) was

stationed on Andros Island in the Bahamas during Au-

gust - September, 1998 as a part of the third Convection

and Moisture Experiment (CAMEX-3) which focussed

on hurricane development and tracking. During the pe-

riod August 21 - 24, hurricane Bonnie passed near An-

dros Island and influenced the water vapor and cirrus

cloud measurements acquired by the SRL. Two drying

signatures related to the hu_icane were recorded by the

SRL and other sensors. Cirrus cloud optical depths (at

351 nm) were also measured during this period. Op-



tical depthvaluesrangedfrom lessthan0.01 to 1.5.

The influenceof multiple scatteringon theseoptical

depthmeasurementswas studied. A correctiontech-

nique is presentedwhich minimizesthe influencesof

multiple scatteringandderivesinformationaboutcir-

ruscloudoptical andphysicalproperties.The UV/IR

cirrus cloud optical depthratio was estimatedbased

on a comparisonof lidar and GOESmeasurements.

Simpleradiativetransfermodelcalculationscompared

with GOESsatellitebrightnesstemperaturesindicate

thatsatelliteradiancesaresignificantlyaffectedby the

presenceof cirrus cloudsif IR opticaldepthsareap-

proximately0.005 or greater. Using the ISCCP de-

tection thresholdfor cirrus cloudson the GOESdata

presentedhere,a highbiasof up to 40%in theGOES

precipitablewaterretrievalwasfound.



1 Introduction

Raman lidar has long been regarded as one of the leading techniques for remotely quanti-

fying numerous atmospheric parameters including water vapor, aerosols, temperature and

clouds. Due to this broad measurement capability, the NASA/Goddard Space Flight Center

(GSFC) Scanning Raman Lidar (SRL) was selected to participate in the NASA sponsored

CAMEX-3 (third Convection and Moisture Experiment) hurricane study program which

occurred during the months of August and September, 1998. The SRL was stationed on

Andros Island, Bahamas during the experiment and acquired nearly daily measurements

of water vapor, aerosols and clouds. SRL measurements of the variation of water vapor

and cirrus clouds during the nearby passage of hurricane Bonnie from August 21 - 24 are

presented here and constitute the first ground-based lidar water vapor and cirrus cloud mea-

surements acquired in a hurricane environment.

Significant drying episodes during the passage of hurricane Bonnie were observed and

are likely due to mid-troposphere subsidence. The influence of multiple scattering on

hurricane-induced cirrus cloud optical depth measurements was studied. A new cirrus

cloud analysis technique will be presented which corrects for the influence of multiple scat-

tering and also determines important optical and physical properties of the cirrus clouds.

Cirrus cloud optical depths measured in the ultraviolet region of the spectrum are then

translated to optical depths at the 11- and 12- micron channel location of the GOES satel-

lite. Using these IR optical depth values, the influence of hurricane-induced cirrus clouds

on GOES retrievals will be studied by comparing radiative transfer model simulations to re-
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trievedsurfacetemperaturesandprecipitablewater.UsingtheInternationalSatelliteCloud

ClimatologyProject(ISCCP)[30] cirrusdetectionthresholdonGOESdata,the influence

of undetectedcirrusonGOESmeasurementswill bestudied.

2 CAMEX-3

Errors in prediction of hurricane track and thus landfall location are both dangerous for

inhabited areas and can lead to unnecessary evacuation expense. And yet, small changes

in initial atmospheric conditions can lead to large differences in the forecast of hurricane

track and intensification [28]. Because of this, CAMEX-3 was sponsored by NASA's At-

mospheric Dynamics and Remote Sensing Program with the goal of acquiring detailed

measurements of water vapor, temperature and winds which can be used to help improve

hurricane model initialization and forecasting. Several instrumented aircraft were sited

at Patrick Air Force Base in Florida and made numerous flights in and near hurricanes

Bonnie, Danielle, Earl and Georges as a part of this effort. Active and passive remote

sensing instruments on board these aircraft were used to measure numerous atmospheric

parameters including water vapor, winds, temperature, rainfall velocities and lightning

(http://ghrc.msfc.nasa.gov/camex3/).

A highly instrumented ground station was established on Andros Island in the Bahamas

at the U. S. Navy's Atlantic Undersea Test and Evaluation Center (AUTEC) as a part of

CAMEX-3. Analysis of historical data indicated that the prevailing winds at AUTEC are

out of the southeast during hurricane season. This indicated that this land-based loca-
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tion on the windwardcoastof the islandshouldgive a good representationof the water

vaporconditionsovertheopenocean.In additionto the SRL,this site includeda Univer-

sity of WisconsinAtmosphericEmittedRadianceInterferometer(AERI) [14], radiosonde

launches provided by both NASA/GSFC Wallops Flight Facility and University of Wiscon-

sin, Global Positioning System (GPS) measurements of total precipitable water, Cimel sun

photometer measurements of total precipitable water and aerosol optical depth at several

wavelengths [29], chilled mirror hygrometer (http://www.humidcom/geiindex.html) mea-

surements of relative humidity as well as standard ground measurements of temperature,

pressure and relative humidity.

The ground station served two main functions during CAMEX-3: 1) as a calibration

and validation facility for CAMEX-3 and 2) as a source of highly detailed, long-term mea-

surements of water vapor, aerosols, temperature and other parameters in the sub-tropics

during hurricane season. Throughout the experiment, the research aircraft made numer-

ous calibration/validation overflights of Andros Island allowing ground-based and airborne

measurements of water vapor, temperature and winds to be compared. In this paper, we will

describe a short segment of the nearly 2 months of measurements acquired at the ground

facility: a 4-day sequence of water vapor and cirrus cloud measurements taken between

August 21 and 24, 1998 when hurricane Bonnie was in the vicinity of Andros Island. We

believe this combined set of measurements to be the highest quality water vapor and cirrus

cloud data ever acquired in a hurricane environment. The Scanning Raman Lidar and the

other water vapor measuring instruments used in this study will next be briefly described.
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3 The Scanning Raman Lidar

The Scanning Raman Lidar is a mobile iidar system designed to measure water vapor [23]

[45], aerosols [15] [17], cloud liquid water [24], cloud droplet radius and number density

[46], cloud base height [4] and upper tropospheric temperature [12]. The SRL detects light

backscattered by molecules and aerosols at the laser wavelength as well as Raman backscat-

tered light from water vapor (3657 cm-1), nitrogen (2329 cm-1), and oxygen (1555 cm -1)

molecules. The SRL employs two different lasers for its measurements; a XeF excimer

laser (351 nm output) for optimized nighttime measurements and a tripled Nd:YAG laser

(354.7 nm) for daytime measurements. The receiving telescope is a 0.76 m, F/5.2, vari-

able field-of-view (0.25 - 2.5 milliradians) Dall-Kirkham system mounted horizontally on

a 3.7m optical table. The telescope field-of-view is steered with a large (1.2m x 0.Sin),

motorized flat mirror which rotates on a horizontal axis and is also mounted on the optical

table. The optical table can be slid out the back of the trailer to allow atmospheric profiles

to be acquired at any angle in the plane perpendicular to the trailer or continuously scanned

from horizon to horizon. Alternatively, the lidar system may be operated completely inside

the trailer by directing the output laser beam through one of three windowed openings in

the trailer. Use of these windows allows vertical measurements and measurements at 5-10

degrees above the horizon in either direction to be acquired. It also allows measurements

to be made during rainfall. All of the SRL instrumentation, including lasers, large aperture

telescope and data acquisition electronics, is housed within a single environmentally con-

trolled mobile trailer which also has separate areas for new experiment development and
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work spacefor severalexperimentersto performdataacquisitionanddataanalysis.More

informationon thelidar instrumenthasbeenpublishedrecently[46] andis availableat

ourwebsitehttp://virl.gsfc.nasa.gov/srl/index.htm.TheSKI_,measurementsacquireddur-

ing thepassageof Bonnieweremadeduringthenighttimeto maximizethesignal-to-noise

ratioof thedata.

3.1 SRL water vapor mixing ratio calibration

While it is possible to calibrate a Raman lidar absolutely [34], our past calibration efforts

have demonstrated that a careful selection of radiosonde data [16] along with the use of

a nitrogen filter calibration transfer technique [40] [45], yields a stable lidar calibration

constant. For a period of approximately 7 years, from the first field deployment of the SRL

for the Spectral Radiance Experiment in Coffeyville, Kansas in 1991 [7] until the CAMEX-

3 deployment in 1998, the calibration constant of the SRL determined by comparison with

a selection of Vaisala radiosonde data varied only +3%. The calibration constant is the

number by which the ratio of water vapor and nitrogen lidar signals must be multiplied to

obtain water vapor mixing ratio. Optical modifications were made to the SRL prior to the

CAMEX-3 deployment which have changed the calibration constant. This fact, coupled

with concerns about the calibration of the Vaisala radiosondes launched during CAMEX-

3 [25], have necessitated a more careful examination of the SRL water vapor calibration.

For the CAMEX-3 field campaign, we have implemented a new calibration technique [13],

which assumes that the atmosphere is saturated at the base of a cloud.
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3.1.1 Cloud base calibration technique

Very frequently during the CAMEX-3 field campaign, small cumulus clouds developed at

the top of the marine boundary layer that was present at the SRL site. The atmosphere

below these clouds was typically well mixed and therefore was characterized by an ap-

proximately constant water vapor mixing ratio. These facts permitted the SRL water vapor

calibration to be derived using the SRL measurements of water vapor acquired just below

the cloud. The saturation mixing ratio was calculated at cloud base using temperature and

pressure from a simultaneously launched radiosonde. This saturation mixing ratio was then

used to derive the calibration constant to convert the ratio oflidar signals into water vapor

mixing ratio [45].

On 23 separate occasions during the CAMEX-3 experiment, the SRL water vapor mea-

surements were calibrated in this manner. The mean calibration constant calculated from

these comparisons is approximately 12% higher than the value that had been used for the

previous 7 years of experimentation. This new SRL calibration constant has been used to

analyze the data presented here.

For comparison, the SRL calibration constant was also determined in the traditional

fashion using the Vaisala radiosondes launched during the experiment. The radiosonde

measurements were first re-scaled to compensate for errors due to package contamination

[25] [22]. The mean Vaisala-derived and cloud base derived calibration constants agreed

to much better than 1%. The standard deviation of the Vaisala-derived calibration constant

was 5% while the standard deviation of the cloud base derived calibration constant was
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3%.Therefore,duringtheCAMEX-3 field campaign,thenewcloudbasecalibrationtech-

niqueagreedwell with thetraditionalradiosondecalibrationtechniqueandshowedmore

consistentresults.

4 CAMEX-3 ground site water vapor instrumentation

Total precipitable water vapor (TPW) measurements from several different instruments

have been analyzed as a part of this study. These instruments are the SRL, Trimble SSi

GPS (U. Wisc.), Vaisala RS-80 radiosonde (U. Wisc.), VIZ hygristor radiosonde (WFF).

Cimel sun photometer (NASA/GSFC), GOES satellite, and a combined technique that uses

the AERI (U. Wisc.) and GOES. All &the ground-based instruments except the Cimel sun

photometer were situated within a 100m radius approximately 1 km from the east coast

of Andros Island. The sun photometer was located approximately 1 km west of the other

instruments. The SRL measurements were limited to the nighttime periods while the sun

photometer data were limited to daytime. The instruments use different techniques to make

their measurements of TPW which can influence the values derived. The instruments and

those techniques will be briefly summarized here.

4.1 Atmospheric Emitted Radiance Interferometer (AERI)

The University of Wisconsin AERI instrument [14] measures infrared radiation between

approximately 3 and 20 microns with less than 1 wavenumber (cm -1) resolution using a

Fourier transform infrared spectrometer. Radiance spectra acquired every 10 minutes are
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transformedinto vertical temperatureandwatervapor profilesby inverting the radiative

transferequation[36]. The first guesswater vapor solution is a hybrid profile using a

statisticalensembleof radiosondemeasurementsfor theboundarylayer andtheNational

Centersfor EnvironmentalPrediction(NCEP)GOESsatelliteprofileabovethe boundary

layer [39]. The AERI retrievalsthat result arelimited to analtitudeof approximately3

krn. TocalculateTPW,theGOESwatervaporprofile isusedabovetheheightof theAERI

retrieval[39]. If coincidentGOESretrievalsarenotavailable,theclosestavailableretrieval

is used.TheAERI instrumentthatwasdeployedto AndrosIslandis similar to automated

onesthathavebeeninstalledattheSouthernGreatPlains(SGP)Siteof theDepartmentof

Energy'sAtmosphericRadiationMeasurements(ARM) Program[39]. Basedonanexten-

sivecomparisonof AERI+GOESandtheMicrowaveRadiometerattheDOE SGPsite,the

RMS differencebetweenthetotal precipitablewater retrievalsfrom thetwo instruments

wasapproximately0.8mm [33].

4.2 Radiosondes

VIZ (manufacturedby Sippican,Inc) andVaisalaradiosondeswerelaunchedfrom theAn-

drosground-siteduringCAMEX-3 andacquiredprofilesof relativehumidity,temperature,

pressureandwinds. TheVIZ watervaporsensoris acarbonhygristorwhich useschanges

in resistanceto determinerelativehumidity. This is the radiosondethat wasthe standard

for theU. S.duringthelatterhalf of the20thcentury.Dataprocessingerrorsin retrieving

relativehumiditiesfrom theseradiosondeshavebeendiscussed[41] andnew algorithms

addressingtheselimitations implemented[8]. TheVaisalaRS-80radiosondeusesa thin
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polymerfilm whosedielectricpropertieschangeasafunctionof theamountof watervapor.

The changes in capacitance created by these changes in dielectric constant are converted

into relative humidity. Since 1998, it has been the preferred radiosonde used by the U.

S. weather service. Relative humidity errors due to packaging of the radiosondes have

been found [25] and algorithms implemented to correct for package contamination [22].

Radiosonde measurements of total precipitable water are calculated from the profile of

relative humidity and have been characterized as being accurate to the 1 mm level [47].

4.3 Cimelsun photometer

The Cimel sun photometer is a solar tracking instrument that monitors direct and dif-

fuse solar radiation from which aerosol optical thickness, aerosol size distribution, aerosol

phase function and precipitable water vapor are retrieved [29]. The sun photometer was

deployed to Andros Island as a part of NASA's AERONET (AErosol RObotic NETwork)

effort (http://aeronetgsfc.nasa.gov:8080/). The goal of this program is primarily to measure

aerosol properties. Due to this, the precipitable water vapor measurements are currently be-

lieved to have an error of approximately +10% (Brent Holben and Tom Eck, NASA/GSFC,

private communication, January, 2000). The total precipitable water retrievals from Cimel

presented here use the standard processing algorithm based on Lowtran line strengths. Re-

cent results by Giver et al [18] indicating errors in the Hitran-96 line strength database

would reduce the Cimel retrievals of total precipitable water by 13% [32]. Errors in line

strengths such as described by Giver et al are problems for all optical instruments retrieving

water vapor and is therefore actively being studied [32].
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4.4 Global positioning system (GPS)

The measurement of total precipitable water vapor using ground-based GPS receivers is

accomplished by estimating the excess zenith-scaled signal delay caused by the neutral at-

mosphere [47] [6]. The measurement uses observations from all GPS satellites in view at

a fixed site, and requires improved GPS satellite orbits and Earth orientation parameters

that are supplied by any one of the International GPS Service Orbit Centers [3]. The sig-

nal delays are caused by changes in atmospheric refractivity associated with temperature,

pressure, and water vapor along the paths of the signals within a radius of about 11 km of

a site in the mid-latitudes.

During CAMEX-3, two different software packages and improved GPS satellite orbits

were used to estimate the zenith tropospheric delays from the data acquired at Andros

Island. One estimate was made by the NOAA Forecast Systems Laboratory (FSL) in Boul-

der, Colorado using GAMIT software developed by the Massachusetts Institute of Tech-

nology and improved orbits provided by the Scripps Orbit and Permanent Array Center

(SOPAC) at the Scripps Institution of Oceanography. Another estimate was made by the

GPS Science and Technology (GST) program within the University Consortium for Atmo-

spheric Research (UCAR) in Boulder, using Bernese software developed by the University

of Bern and CODE Astronomical Institute orbits from the University of Bern. Using either

technique, precipitable water values are determined at approximately 30 minute intervals.

Comparisons of GPS derived TPW versus radiosonde have indicated mean differences of

less than 1 mm with an RMS difference also of less than 1 mm [47].
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5 Comparison of TPW measurements

The relative calibration of these instruments (or in the case of GPS, the data processing

techniques) has been studied for the Bonnie passage period of August 21 - 24. The mean

differences in TPW during this 4-day sequence of data are shown in figure I where the

GAMIT-processed GPS precipitable water vapor measurements were chosen as a baseline

since they fell roughly in the middle of the distribution. The mean differences are calcu-

lated using the number of comparisons shown in the figure legend. The error bars indicate

the standard deviation of the differences. For all sensors except the radiosonde and the

Cimel, 30 minute average data sets were used. The radiosonde produces profiles which

take approximately 1 hour to acquire. The Cimel data frequency varied from a few minutes

to more than 30 minutes therefore a strict half hour average was not always possible for the

Cimel. All of the data shown later in figure 3 were used to determine the statistics for this

plot.

The Cimel sun photometer results are the wettest of the group with a high bias of ap-

proximately 9% with respect to the GAMIT GPS. It should be noted, though, that this com-

parison is based just on two days of measurements since the instrument was dismounted

during the day on August 22 as a part of hurricane preparations at AUTEC As discussed

earlier, if the retrievals had been performed with the new line strengths according to Giver

et al [18], the total precipitable water results should be 13% lower. This would change the

Cimel results from a wet bias of 9% to a dry bias of 4%.

Discounting the Cimel, the water vapor instruments' relative calibrations agree to within
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Figure 1: Precipitable water vapor differences among the various sensors stationed at An-

dros Island, Bahamas during the period August 21-24 when Hurricane Bonnie passed

nearby. The arbitrarily chosen baseline for the comparison is the GAMIT-processed GPS

data. The error bars plotted show the standard deviation of the differences with respect to

the GAMIT baseline.
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approximately +/- 3-4% or 1.5-2 mm The SRL is approximately 1% wetter than the base-

line GAMIT GPS data while the Bemese-processed GPS data were approximately 3% wet-

ter than the baseline. The relative difference between the two methods of GPS processing

is consistent with other investigations [27]. It is thought to come from slight differences

in data processing strategies. The VIZ and Vaisala radiosondes were within 1-2% of the

baseline with the VIZ showing wetter measurements than the Vaisala. The AERI+GOES

retrievals were the driest of the group with average values approximately 4% lower than

the baseline. These AERI+GOES results seem to be consistent with others which indicated

a tendency toward a dry bias as the TPW increases [33].

The spread in the relative calibration of the instruments shown in figure 1 exceeds the

claimed accuracy of many of the instruments. The results shown in the figure are an in-

dication of the challenges inherent in accurate measurement of atmospheric precipitable

water vapor. Based on previous studies of such differences [27] and discounting the Cimel

measurements, this level of agreement is actually quite good, however. We are aware of no

other long-term water vapor measurements of this quality acquired in the sub-tropics dur-

ing the passage of a hurricane. While the uncertainties in these water vapor measurements

presented here can translate into significant errors in radiative transfer calculations [7],

they nonetheless represent a significant improvement over radiosondes alone for studying

hurricane evolution.

6 Preeipitable water vapor measurements during the passage
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Figure2: GOESwatervaporimageryat0615UT onthenightof August22, 1998.Andros

Islandis indicatedby thewhite box. Notice thedry subsidenceregionto thewestof the

hurricane.

of hurricane Bonnie

Bonnie became a hurricane on the evening of August 22, 1998 at a point eastward of the

Bahamian islands. The GOES water vapor image of Bonnie at 0615 UT is shown in figure

2. Andros Island is indicated by the white box.

Over the next 4 days Bonnie followed a generally northwest track striking the mid-

Atlantic coast of the United States on the evening of August 26. The point of closest

approach of the center of the hurricane to Andros Island (24.7 N, 77.8 W) was at a distance

of approximately 500 kilometers to the east northeast of Andros on the evening .of August

24. Figure 3 shows TPW measurements made by the ground-site instruments during the

passage of hurricane Bonnie. As Bonnie approached Andros over the period of August 21

- 22, there was a distinct drying indicated by all instruments during this period. Values
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of precipitablewatervaporchangedfrom approximately60mm onAugust21 to approx-

imately 40 mm on August22. We believethis dropin TPW to be dueto compensating

subsidencein themid-tropospheredueto thehurricane.DuringAugust22andmostof Au-

gust23theTPWshowsagradualmoisteningto valuesof approximately50mmby midday

onthe23rdasthesubsidenceregionmovedto thewestof Andros.LateronAugust23and

into August24, a developingwavedisturbanceoverthe gulf of Mexico blockedandre-

versedthewestwardmovementof thedry region.Thisresultedin asecondarydry feature

in theAndrosTPWmeasurementsby 0000UT on the24th.

While thegeneralagreementin theTPWmeasurementsreportedby thevarioussensors

is quitegood,thereare interestingdiscrepanciesto mention. Thehigh bias in the Cimel

measurementsisevident.Differencesamongtheotherinstrumentscanbeexplainedatleast

inpartby thefact thattheinstrumentsusedifferenttechniquesto maketheirmeasurements

ofprecipitablewatervaporwhichcaninfluencethevaluesderived.Forexample,ingeneral

the SRL andGPSvaluescomparereasonablywell. However,the SRL dataacquiredon

August22 arein generallower thaneitherof the GPSretrievals.This maybe dueto the

volumeaveragingthatoccursasa resultof using6-10more-or-lessrandomlydistributed

GPSsatellitesto measurethe zenith-scaledtroposphericsignaldelay. Satellite imagery

tendsto supportthis conclusionaswell. The GOES-8imagessuchasthe one shownin

figure 2 indicatethatfor muchof thenight of August22UT, theAndrosgroundsitewas

at the edgeof thedry region.TheSRLmeasurementof TPWwasmadedirectly overthe

groundsitewhile theGPSaveragedovera regionwhich includedmore moist air from
17
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and sun photometer. Two drying periods associated with mid-tropospheric subsidence are
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surroundingregions.

AnotherexampleOfadiscrepancybetweentheGPSandtheSRLthat canbeexplained

by theaveragingvolumeusedis seenin thedataof August24.Hereadifferenceof up to 8

mm isseenbetweentheSRLandGPSTPWvalues.This canbeexplainedby thepresence

of localizedcloudsandshowersoverthe Androsgroundsiteduring thenight of August

24whichgreatlyincreasedtheTPWmeasuredbythe lidarbutwhich did notsignificantly

affecttheGPSmeasurements.

A final interestingpoint to mentionconcerningthis figure is the differentstructurere-

vealedby thetwo GPSretrievalswhich arereportedat approximatelythesame30minute

intervals.This is dueto differentconstraintsusedin theretrievalsthatdeterminehowmuch

thewatervaporcontentcanchangein a shortperiodof time. The GAMIT-processedre-

trievalsaremuchlessconstrainedthantheBerneseresults,which allowsfor morestructure

in theGAMIT retrievals.

6.1 Water vapor evolution as a function of height

The profile measurements of water vapor made by the SRL can be used to study the height

dependence of the changes in precipitable water seen in figure 3. The SRL water vapor

measurements have been divided into layers and integrated to yield the precipitable water

vapor by layer. These results are shown in figure 4. The layers used are 0-1 -kin, 1-2 kin,

2-3 kin, 3-4 km, 4-5 km and 5-8 km

In general, figure 4 shows that the 0-1 km layer changes very little during the 4-day
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sequencewhile precipitablewater vapor (PW) contributionsfrom the other layers vary

appreciably.This indicatesthatmostoftheboundarylayermoisturewasunderlocalcontrol

dueto evaporationfrom theocean,which is characteristicof amarineboundarylayer.By

contrast,middleanduppertroposphericmoisturewasgreatlyinfluencedby thesubsidence

associatedwith hurricaneBonnie. Forexample,betweenthenightsof August21 and22,

the largestdifferencesin precipitablewatervaporoccurredin the2-3km layerwith values

changingfrom 8 - 10mmto 4-6 mm. An interestingexceptionto thedepletionof PW at

higheraltitudesis seenin the2-3kmlayeronthenightof August24atapproximately0400

UT whenrain influencedthelocal water vaporenvironmentincreasingPW valuesfrom

approximately5 mm to approximately10ram. This indicatesthata significantamountof

rain likely evaporatedbeforestrikingthe ground.(Thereis actuallyasmall enhancement

to the lidar PW measurementsduring rainfall dueto Ramanscatteringfrom liquid in the

rain droplets[4]. Weestimatethatthiseffectincreasedtheprecipitablewatervaporvalues

in therainfall by approximately1-2ram.)

7 Cirrus cloud optical depth measurements

Accurate measurements of sea surface temperature and total precipitable water vapor are

needed to improve hurricane track and intensification forecasting. Satellites offer the best

chance of providing operational data as input to hurricane models. However, it is well

known that the presence of cirrus clouds can pose problems for satellite retrievals. This

is because thin cirrus clouds, while having small infrared emissivities, can be very cold.
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Emissionfrom thesecloudscancausesignificantchangesinsatelliteradiancescomparedto

a cloud-fleescene.A comparisonof Ramanlidarcirruscloud optical depth measurements

with retrievals of surface temperature and total precipitable water vapor from GOES-8 will

now be performed to study the influence of thin cirrus on these satellite retrievals. The

same 4-day period associated with the passage of hurricane Bonnie will be considered.

The technique for calculating cirrus cloud optical depth using Raman lidar will first

be briefly described. Then the magnitude of the influence of multiple scattering on these

calculations will be quantified using a retrieval technique that determines both optical and

physical parameters of the cirrus clouds. The optical depth values obtained in the UV

will then be translated to the IR. A simple radiative transfer model will then be used to

quantify the anticipated radiance seen by GOES satellite under varying cirrus conditions.

Comparisons of the predictions of this model with values derived using the split window

technique [37] will then be presented. Lidar measured TPW will also be compared with

TPW retrieved from GOES data. The International Satellite Cloud Climatology Project

(ISCCP) [30] cloud screening technique will be applied to these GOES data to study the

influence of undetected cirrus on GOES TPW retrievals.

7.1 Optical depth assuming single scattering

The optical depth calculation from Raman lidar is based on the molecular nitrogen (or

oxygen) signal which shows enhanced attenuation due to the presence of a cirrus cloud.

The amount of this attenuation can be converted to optical depth once the atmospheric
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densityis known. Thesinglescatteringequationwhichyieldsopticaldepthis obtainedby

integratingtheequationfor aerosolextinction[1] andcanbewrittenas

[O_(/_L;r)-_-OL(_N;r)] dr _-- in /.2 j_N (r2) p(/_N,rl ) (1)

1 NN(r ) P( U,r2) "

- [C_mo_(ac,r) + C_mo_(aN,r)] dr
1

where rl is below the cloud, r2 is above the cloud, ,_L is the laser wavelength (351.1

nm), )_g is the wavelength of the Raman nitrogen signal (382.4 nm), a(_, r) is the cloud

extinction coefficient as a function of wavelength and range, NN (r) is the number density

of atmospheric nitrogen (using the full atmospheric number density is equivalent) as a func-

tion of range, P ()_N, r) is the lidar Raman nitrogen signal and c_mol()_x, r) is the extinction

coefficient due to molecular scattering obtained from radiosonde data. Lidar measurements

in cloud-clear regions indicated that aerosols did not contribute to the optical depths mea-

sured at cirrus altitudes. Also, at these wavelengths, gaseous absorption is negligible and

need not be included.

Equation 1 yields the two-way optical depth which is the fundamental quantity measured

by the Raman lidar. To convert this to a one-way optical depth, the wavelength scaling of

cloud particle scattering must be considered. Assuming an Angstrom coefficient of k = 0

in the following equation

_(AN,r) \ ?_LJ (2)
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which is valid for cirrus particlesthat aretypicallyvery largewith respectto the laser

wavelengthof 351nm,theone-wayopticaldepthat 351nmis just onehalf of thetwo way

opticaldepthshownin equation1.

However,equation1doesnot accountfor anymultiplescatteringthat mayoccurin the

cloud. Theinfluenceof multiplescatteringis mainlydueto oneor moreforward scatter-

ing eventsaccompaniedby a singlebackscatterevent[10]. Multiple scatteringis much

morelikely whenlargeparticlesareencounteredbecauseof the intenseforwardscattering

diffraction peakassociatedwith theseparticles.Thisforwardscatteredcomponentis added

back intothebeamanddecreasestheapparentattenuationof thebeam.Thus,the influence

of multiple scatteringis to decreasetheopticaldepthmeasuredby lidar comparedto the

actualvalue. Lidar parameterssuchasthetelescopefield of view (2 milliradiansfor the

SRL)andthelaserdivergence(1milliradian)alsoinfluencethemultiplescatteringcompo-

nentof thesignal. Theinfluenceof multiplescatteringon theRamanlidar measurements

of opticaldepthduringthehurricaneBonniepassageperiodof August21 - 24will now be

studied.

7.2 Multiple scattering calculations

As mentioned above, multiple scattering is much more likely when large particles are en-

countered because of the intense forward scattering diffraction peak associated with these

particles. As the particle size increases, forward-scattered light is confined to an increas-

ingly narrow angular cone. This makes it more likely that a photon that is scattered forward
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in afirst scatteringeventwill interactwith anotherparticle(thesecondscatteringevent)and

bebackscatteredwithin thefield of view of the lidarreceiver.Equation1wasformulated

for singlescatteringonly wheretheassumptionis madethat, if a scatteringeventoccurs,

thephotonis lost from theforward-propagatinglaserbeam.Therefore,in thecaseof large

particles,which canscattera largenumberof photonsin the directionof the laserbeam,

theuseof thesinglescatteringequationscanleadto errorsin thecalculatedquantities.

Mostof thequantitiesderivedfromRamanlidar dataarebasedonratiosof lidar signals.

In caseof ratio measurements,multiplescatteringinfluencesthe numeratoranddenomi-

natornearlyequallyandthustendsto cancel[42]. Examplesof thesequantitiesarethe

watervapormixing ratio, liquid watermixing ratio,aerosolscatteringratioandtheaerosol

backscattercoefficient.However,opticaldepthis calculatedusingonly asinglelidar signal

(e.g.Ramannitrogen)and,in thecaseof largeparticles,canbesignificantlyinfluencedby

multiplescattering.

7.2.1 Multiple scattering equations

The influence of multiple scattering on lidar signals is related to the optical depth of the

scattering medium, the size of particles that are doing the scattering, the range to the scat-

tering volume and specific parameters of the lidar system in use. This can be seen in the

formulation of the multiple scattering equations developed by Eloranta using a Gaussian

approximation for the forward scattered diffraction peak [10]. The ratio &double and triple

scattering to single scattering can be expressed as
25



P_(R)
P_(R)

-1

X {T-- _0 }_s(Xl)exp (-(d_ x1)2_2(Xl) _}_

(3)

P_(R)
P, (R)

where

p_R2

(d - _)_e_ (_2) + ]p_t{2

(4)

]dx2dxa I

0 d
_: 9_(=)dx (5)

is the optical depth. In these equations, P,_ is the signal intensity due to nth order scattering,

79,_ (Tr, R)/791 (Tr, R) is the ratio of phase functions in the backscatter direction for an nth

- order scattered photon and a singly scattered photon. For Raman backscatter, this ratio is

equal to 1.0 due to the broad nature of the molecular phase function near the backscatter

direction. The telescope half angle field of view is Pt, Pt is the laser half angle divergence,

d is the depth of penetration into the cloud determined by the location of the backscattering

event,/3s is the extinction coefficient, and 0_ is the 1/e diffraction peak angular half-width.

These equations have been reformulated from the published versions [10] in a manner that

allows for more efficient numerical calculation. The diffraction peak angular width for

spheres can be calculated from the form of the scattering amplitude for a spherical ape_ure

calculated from diffraction theory given by [2]
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S (0)= x 21 + cos (0)J1 (x sinO)
2 x sinO (6)

Here 0 is the scattering angle measured with respect to the forward direction, x is the

size parameter of the spherical particle defined as the circumference divided by the radius

and J1 is the first Bessel function of the first kind. The intensity of scattering versus angle

is therefore given by

I (0) = 15' (0)12 (7)

7.2.2 Cirrus cloud multiple scattering corrections

Cirrus clouds were above the SRL site on Andros Island for much of the night on August

23, 1998. There were characterized by quite cold temperatures ranging from -45C to -75C

based on radiosonde measurements. A thick portion of the cirrus cloud was used to study

the influence of multiple scattering on Raman lidar measurements of cirrus optical depth.

The results are shown in figure 5. In this portion of the cirrus cloud, the measured optical

depth (before correction for multiple scattering) was approximately 0.6. Both second and

third order multiple scattering were calculated assuming constant particle radii of 5 microns

and 20 microns. These particle dimensions were chosen based on the retrieved particle sizes

that will be presented later. For these calculations, the cirrus optical depth was obtained

from the lidar-derived cirrus backscatter coefficient, which is essentially uninfluenced by

multiple scattering [42], using the following equation.
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r2
(8)

1

In equation 8, S is the "bulk" extinctionfoackscatter ratio between rl and r2 in units of sr

and ,2 (x) is the cloud backscatter coefficient (km-lsr-1). In this context, the term "bulk"

is used to refer to a mean value through a cloud layer. The results shown in figure 5 use a

value of 20 for S.

Cirrus cloud optical depth calculated using equation 1 require two reference altitudes,

rl and 7"2.The first altitude, rl, must be below the cloud and the second, r2, must be above

it. One of the interesting points to make about figure 5 is that the influence of multiple

scattering on measurements of cirrus optical depth becomes smaller as the upper reference

altitude is increased. This effect will be used here to correct measurements of optical depth

for the influence of multiple scattering and determine additional parameters of the cirrus

cloud such as bulk extinction to backscatter ratio and bulk particle radius.

The influence of changes in the upper reference altitude on calculations of cirrus optical

depth is demonstrated in figure 6 using data acquired during the night of August 23, 1998

at Andros Island, Bahamas. Upper reference altitudes of 17 and 20 km have been used.

The optical depth using r2 = 20 k m clearly indicates higher values which is consistent

with a multiple scattering influence. Also plotted is the optical depth error (x 10) for the 17

km calculation. The error in the optical depth calculation helps to explain why the optical

depth calculations at 20 km sometimes are less than those at 17 k.m.

The difference in optical depth calculated at 20 km and 17 km is shown in figure 7.
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Figure 5: Multiple scattering calculations for a cirrus cloud measured on the night of Au-

gust 23, 1998. Cirrus particles of 5 microns and 20 microns were simulated. An extinction

to backscatter ratio of 20 was used. The ratio ofnth order scattering to first order scattering

is plotted along with the cloud backscatter coefficient. The backscatter coefficient has been

multiplied by 10 for easier viewing.
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Figure 7: Optical depth difference using a 20 km upper reference altitude versus 17 kin.

In general, the 20 k.ra calculations yield a higher optical depth which is consistent with

multiple scattering, however the random error in the data can, on occasion, cause the 17

km value to exceed the 20 km vlaue.

In general, the results using r2 = 20 km are higher than for r2 = 17 km with the dif-

ferences as large as 0.09. However at times around 3.0, 5.0, 8.0 and 10.0 UT, the 17 km

extraction produces lower results. Nonetheless, these measurements on average provide a

quantification of the multiple scattering influence that can be used to determine other cloud

parameters.
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7.2.3 Cirrus cloud retrievals

The optical depth that is required in the multiple scattering calculations using equations

3 and 4 is determined through the use of equation 8. An iterative technique has been

developed to determine the correct S that uses the optical depth difference shown in figure

7, equations 3 and 4, and an initial value of S that is determined by using the optical depth

calculated with an upper reference altitude of 20 k.rn. Each iteration computes a new value

of S by correcting for the multiple scattering computed using the previous value of S. The

algorithm converges very quickly since the original optical depth measurements (using

r2 = 20 kin) are in error by typically less than 5% for these cirrus cloud measurements.

The second iteration of the algorithm produces less than a 1% change in the value of the

optical depth of the cloud and thus retrievals presented here use 2 iterations. The width

of the forward-scattered component of the multiply-scattered light is also solved for in

this technique. This is given by @_, the 1/e half-width of the forward diffraction peak, in

equations 3 and 4. With this value known, the radius of the sphere which possesses the

same diffraction properties can be determined using equation 6. The results of this retrieval

technique are shown in figure 8.

The original uncorrected optical depths measured at 17 k'rr_and 20 krn are shown in solid

and dashed lines, respectively. These are the same data as in figure 6. The corrected optical

depth resulting from the iterative technique is also shown. All three of these have been

multiplied by 100 for display purposes. The retrieved values for bulk extinctionfoackscatter

ratio have a mean value in this cloud of approximately 20. The bulk radius of the particle
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Figure 8: The results of an iterative technique are shown. This technique uses the optical

depths calculated at different altitudes and the lidar-derived cloud backscatter coefficient

to simultaneously correct for the influence of multiple scattering on cloud optical depth

as well as to determine the bulk extinction/backscatter ratio and the radius of the sphere

with the same bulk diffraction properties as measured in the cloud. The uncorrected optical

depth calculations performed with r2 = 17 km (solid line) and 20 km (dash) shown in

figure 6 are repeated here. The retrieved values of corrected optical depth, bulk extinction

to backscatter ratio, and particle radius are also plotted.
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that hasthesamediffractionwidth asobservedin thecloudis alsoplottedandhasamean

valueof approximately10microns.

Thereareseveralimportantpointsto makeusingthis figure. Thefirst is that this tech-

niquedemonstratesthat Ramanlidar measurementsof cirrus cloudoptical depthcanbe

correctedfor the influenceof multiplescatteringandthat,for thesecirrus clouds,this cor-

rection is small whencomparedto the optical depthcalculatedat 20 kin. The average

correction to the 20 km optical depth is less than 5%. A second point is that the bulk

extinction/backscatter ratio of the cirrus cloud can be determined. The average value of ap-

proximately 20 for this cirrus cloud is consistent with other lidar measurements that have

been made using a technique similar to this [11] [9]. It is interesting to note that ray-tracing

calculations based on actual in-situ cirrus crystal measurements indicate a much broader

range of extinctiordbackscatter ratios than has been measured by lidar [52] [1 I]. The rea-

son for this is that the lidar is sensitive to the light scattering properties of the crystals

which are related more to the particle area than to the particle long dimension. The optical

theorem can be used to clarify this.

The optical theorem can be formulated as [20]

4/'71

err = ---ffIm [E_. f (k = ko)] (9)

where crt is the total cross section including scattering and absorption, E_ is the polarization

state of the incoming photon, k is the scattered wavevector, ko is the wavevector scattered

in the forward direction and f is the normalized amplitude of the scattered electromagnetic
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field.

It is clearfrom equation9 thattheamplitudeof theforward-scattereddiffraction peak

is directly relatedto the totalextinctionof the particle. In fact, Babinet'sprinciple [20]

[2], which is appropriatefor large,absorbingparticles,implies that anequalamount of

incident energyis diffractedby the particleas is absorbedby the particle. This means

that thetotal extinctioncrosssectionof sucha particle is twice the geometricalareaof

theparticle. Thisresult agreeswith Mie theoryin the largeparticle limit. Therefore,the

forward-scattereddiffractionpeakof themultiplyscatteredradiation,which determinesthe

multiple scatteringinfluenceon the dataandformsthebasisof this particlesizeretrieval

technique,is directlyrelatedto thecrosssectionalareaof theparticledoingthe scattering.

It shouldbenotedthatthe crosssectionalareaof a"large" ice crystalcanactuallybe

quite smallbecauseoneof thecrystalaxeswill typically bevery small. In thecase,then,

of randomlyorientedcrystals,the projectedareaof the crystalscanbe representativeof

particlesmuchsmallerthanthe longcrystaldimensionalonewould imply. Otherrecent

investigationshaveindicatedthat smalldimensionsmayoffer goodrepresentationsof cer-

tain cirrus crystalproperties. GrenfellandWarren[19] haveshownthat calculationsof

cirrus multiplescatteringcanbeestimatedaccuratelyby usingacollectionof equal-radius

spheresto representeachcirruscrystal.Theradiusis chosensuchthattheratioof volume

to area(V/A) of thecollection&spheres equals that of the crystal. The radius of the equal

V/A sphere in the case of hexagonal columns is approximately equal to the radius of the

short axis of the crystal. Thus, it is sensible that typical retrieved radii using the multiple
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scatteringtechniquedescribedhereshould roughlycorrespondto the dimensionsof the

shortcrystalaxis. In light of theseconsiderationsandthefact that smallcrystalsareasso-

ciatedwith cold cirrus clouds[51] [35] suchasthese,thesmall radii retrievedhereseem

reasonable.

7.3 Hurricane Bonnie cirrus clouds

Raman lidar measurements of cirrus cloud optical depth (at 351 nm) acquired at the Andros

Island ground site for the nights of August 21 -24 are presented in figure 9. For the purposes

of this figure, the values have been determined using 20 krr_ as the upper reference altitude.

Based on the analysis presented above, this approach reduces the influence of multiple

scattering to a few percent at most. If higher accuracy results were desired, the full multiple

scattering correction technique could be applied. A 10-minute running average of lidar data

has been used for these calculations. The error bars plotted indicate the uncertainty of the

measurement according to Poisson statistics.

The lidar data were also used to calculate cirrus altitude and geometrical thickness.

These measurements indicate cirrus cloud base height ranged from a minimum of approx-

imately 9 km at 0530 UT on August 21 when the cloud thickness was approximately 5 km

(optical depth approximately 1.5) to approximately 16 km at 0900 UT on August 24 when

the thickness was less than 1 km (optical depth less than approximately 0.01). There were

times when lidar optical depth measurements were not possible. These were due to rain

(after 0600 on August 21), system filter changes (0200-0245 on August 21 and 0200-0330
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onAugust22), low clouds(0500- 0600onAugust24). The other period of no data occurs

after 0600 UT on August 22 and indicates that no cirrus were detected by the lidar during

this time.

Because of the range of optical depths covered, the measurements of August 23 provided

a convenient dataset to test the sensitivity of satellite retrievals to the presence of cirrus

clouds. On this night the measured optical depth at 351 nm ranged from a minimum of less

than 0.01 to a maximum of approximately 0.7. (It is interesting to note that the optical depth

limit (at 694 nm) for visual detection of cirrus during the daytime has been determined

to be < 0.03 [31]). The lidar cloud backscatter coefficient image is shown in figure 10.

Here the backscatter coefficient is shown using a log scale with values ranging between

approximately 3 x 10 -4 and 3 x 10 -2 (k'm-lsr-1).

7.3.1 Discussion of the radiative impact of cirrus clouds

In order to estimate the radiative effects of these cirrus clouds, a simple radiative transfer

model which accounts for surface emissivity, surface temperature, cloud emissivity and

cloud temperature was used. The model equation is

where R_at is the predicted satellite radiance (l,I"m-2sr-lp'nz-l), Sc is the cirrus cloud

emissivity calculated from ec = (1 - e -_-c) where "re is the cirrus infrared optical depth,

es is the surface emissivity,/3(_, T) is the Planck function, -_at is the wavelength of the

satellite instrument channel, T_ is the surface radiating temperature and Tc is the mean
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Figure 9: Four night sequence of cirrus optical depth as measured by the Scanning Raman

Lidar. Values reported are for 351 nra and have been calculated using 20 krr_ as the upper

reference altitude to minimize the influence of multiple scattering. The error bars reported

are those calculated from Poisson statistics based on the strength of the lidar signal. Note

that the optical depth scale changes for each of the plots.
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cirrus cloud radiating temperature. The first term in equation 10 is the surface contribution

to the satellite radiance and the second term is the contribution due to the cirrus cloud. The

satellite effective brightness temperature T_at is then obtained numerically from the Planck

function for the value of .R_at. Averaging over the GOES 11- and 12-micron channel filter

widths is required since the index of refraction of ice varies significantly in this region of

the spectrum [44].

The purpose of this equation is not to yield highly accurate values of satellite radiance

but rather to study the influence of varying cirrus optical depths on those radiances. Thus

the radiative contribution due to atmospheric TPW, which was roughly constant during

the measurement period, was not included. For the model calculations of radiance using

equation 10, the values used were: _ = 0.95, T_ = 302 K obtained from GOES during a

cloud-clear period, Tc = 214 K obtained from radiosonde measurement.

In order to use the lidar measured optical depths for infrared radiative transfer calcu-

lations, the optical depths must be translated to the IR. In previous studies, the ratio of

visible (532 nm from a Nd:YAG laser) to infrared cirrus optical depth has been shown to

vary between approximately 1.6 and 2.4 [49] [5]. This is an important ratio to quantify

since it translate approximately into the shortwave/longwave forcing due to a cirrus cloud.

The ratio depends on particle size and, due to the changing values of the index of refraction

of ice, the exact spectral locations that are being compared. These studies have indicated

that the values for 11 microns can be larger than for 12 microns.

To study the ratio of UVfIR cirrus optical depths, the same approach described in Wylie
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et. al. [49] wasusedwherethecirrus IR opticaldepth"recanbeapproximatedusingthe

following equations.

T_ = -In(l-s_)

TL - T o,
ec- T_'-'_ 4 (11)

In these equations, Tot, is the blackbody brightness temperature for a clear GOES pixel.

Using the GOES brightness temperatures during the night of August 23 which are shown

later in figure 12, the ratio of UV (at 351 nm from the SRL) and IR (at the GOES 11 and

12 micron channel positions) cirrus cloud optical depth was evaluated using equations 11

and is shown in figure 11.

The mean values for the ratio of optical depths shown in figure 11 are 1.6 + 0.6 at 11

microns and 1.4 + 0.5. at 12 microns. While there is significant uncertainty in these values

due to the small sample size, these results point to the conclusions that 1) the 11 micron

ratio is larger than the 12 micron ratio which is consistent with the VIS/IR ratio studies

mentioned earlier and 2) these UV/IR values are approximately 20% lower than the VIS/1R

ratios. Both of these results can be related to the size of the ice particles in the cloud.

Depending on the size of the crystal, ice particle extinction efficiency can change quite

significantly between t 1 and 12 microns due to the large changes in index of refraction of

ice in this spectral region [51] [35]. When small ice crystals are involved (10-20 microns

in radius), the extinction efficiency at 12 microns is significantly larger than at 11 microns.

This effect has been observed in thin cirrus clouds using Nimbus-4 [26] and airborne mea-
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Figure 11 The ratio of optical depth at the laser wavelength of 351 nm and the GOES 11

and 12 micron channel positions determined using the technique of Wylie et. al [49].
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surements[35]. Therefore, the results of figure 11, which show an 11 micron UV/IR optical

depth ratio that is larger than the 12 micron ratio, can be an indication of small particle sizes

in these cold clouds (-45C to -75C). For very large diameter crystals such as would be ex-

pected in cirrus uncinus, the extinction efficiencies at 11 and 12 microns should be quite

similar so that one would expect the two curves in figure 11 to overlay each other [35]. It

should be mentioned, however, that since smaller crystals are expected at the tops of the

clouds, the conclusion of small ice crystals based on the IR data alone could be influenced

by a top-of-cloud bias in the IR radiances. Because of this possible bias, the location of the

instrument making the IR measurement of optical depth, whether on the ground [5], from

aircraft [35] or from satellite [49], must be considered in the analysis. With this in mind, the

difference between the UV/IR optical depths ratios determined here and the VIS/1R optical

depth ratios determined before [5] [49] are likely related to both the particle sizes in the

cirrus clouds that were studied and to the techniques used to derive the IR optical depths.

We will study this ratio with more GOES comparisons in the future, but, for this study,

we have used the values of 1.6 and 1.4 as the scaling factors to adjust the lidar measured

optical depths to those appropriate for the GOES 11 and 12 micron channel positions.

Figure 12 shows the brightness temperatures calculated from equation 10 and the Planck

function using the parameters described above for both the 11 and 12 micron GOES chan-

nels (long dash and dot-dot-dash lines, respectively). Also plotted are the actual GOES 11

and 12 micron channel brightness temperatures (closed boxes and triangles). The slight

high bias of the model results with respect to the GOES data is consistent with the atmo-
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sphericcontributionthatwasexcludedfrom themodel.Theretrievedskinsurfacetemper-

atureusingthe split-windowphysicalretrievaltechnique[37] areshownusing open dia-

monds. No cloud screening was performed in these retrievals. Therefore, the GOES bright-

ness temperatures and the subsequent retrievals have the effects of cloud-contamination

implicitly in them. This was done for the GOES pixel that contains the lidar location (on

the left in the figure) and for the adjacent pixel 5 km to the east &this location (on the right)

and thus completely over the ocean. (The cirrus optical depth is plotted for comparison in

figure 13).

There are several points that can be made from this figure. Despite the sampling is-

sues relating to the comparison of 10-minute averages of lidar data and -5 km satellite

pixels, these simple model calculations capture the main features observed in the satellite

brightness temperatures. Also, the pixels over land (left) and over water (right) show good

general agreement indicating that the constant surface temperature assumption in the model

retrievals is reasonable. That being the case, the third point is that, for both of these pix-

els, the changing cirrus cloud optical depth is the dominant factor causing fluctuations in

the satellite brightness temperatures. This influence lasts until approximately 1000 UT as

indicated by the general slope in the model predictions toward higher brightness tempera-

tures. Taking 1000 UT as an estimate &the first time during the measurement period when

the satellite brightness temperatures were uninfluenced by the presence of cirrus, the IR

optical depth threshold above which the presence of cirrus significantly influences GOES

satellite brightness temperatures is estimated to be approximately 0.005-0.01 based on the
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Figure 12: Comparison of GOES 11 and 12 micron channel brightness temperatures and

model calculations for the satellite pixel directly over the lidar site (left) and the pixe1-5 km

to the east of the site (right). Also plotted are the retrieved skin surface temperatures using

the split-window technique. The model assumes constant surface and cloud temperatures.

The two pixels show generally good correlation of features. It is evident that even very thin

cirrus clouds influence satellite radiances. For comparison, the cirrus optical depth values

are in the next figure.
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IR-scaled lidar measurements. This value is approximately an order of magnitude lower

than the cirrus optical depth detection threshold goal established within the EOS science

plan [21 ] in the discussion of required satellite measurements. Thus, it seems apparent that

the next generation of earth sensing instruments may have biases in their retrievals due to

undetected cirrus. It is again interesting to note the -0.03 optical depth limit (at 694 'r_m)

for visual detection [31]. Using an approximate scaling factor of 2.0 [50], the IR optical

depth limit for daytime visual cirrus cloud detection becomes -0.015. There is a suggestion

in these results that even a cirrus cloud that can not be seen by the naked eye might still

have a noticeable radiative impact on satellite measurements.

The corresponding precipitable water retrievals using the split-window technique are

shown in figure 13. In this figure, the lidar-derived precipitable water and the cirrus optical

depth measurements (adjusted to the IR) are also plotted. The lidar measurements indi-

cate that the TPW changed relatively little during the measurement period. All significant

variation in the retrieved TPW from GOES is attributed to the influence of cirrus.

It is clear from figure 13 that the cirrus-induced errors in the retrieval of TPW are larger

than and in opposite direction to those in skin temperature shown in figure 12. Increases

in cirrus optical depth depress the retrieved surface temperature and elevate the retrieved

TPW. A simple explanation for this effect can be obtained by considering the adjustments

in the derived values of surface temperature or precipitable water required to account for the

change in radiance due to the presence of cirrus. Due to the T 4 dependence of blackbody

radiant energy, small reductions in retrieved surface temperature can explain the reduced
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Figure 13: Retrieved precipitable water from GOES for the satellite pixel directly over the

lidar site (left) and the pixel 5 km to the east of the site. Also plotted are the SRL measure-

ments of precipitable water and cirrus optical depth. The correlation between retrieved PW

and cirrus optical depth is clear.
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brightness temperatures of a cirrus cloud contaminated scene. However, large increases in

precipitable water are required to bring about comparable reductions in brightness tempera-

tures since the radiance due to the precipitable water is roughly linear with amount of water

vapor. Also, the precipitable water is concentrated near the surface and is characterized by

a mean radiating temperature that contrasts little with the surface temperature.

It is interesting to compare these results with other cloud studies. In their study of VAS

data, Wylie and Menzel [48] concluded that 50% of the clouds with IR optical depths of

0.1 or less went undetected. In a more recent study based on HIRS data [50], these same

authors comment that the CO2 slicing technique used on HIRS data allows the detection of

cirrus for IR optical depths above approximately 0.05.

In the most recent ISCCP cloud data products [30], cirrus detection was performed using

a simple threshold technique based on brightness temperature. A cirrus cloud is indicated

over land if the 11 #m brightness temperature is 4 K less than what is determined to be the

cloud-clear value while over water this threshold is 2 K (D. Wylie, private communication,

2000).

Using the ISCCP detection threshold over water of 2 K with the GOES brightness tem-

perature data presented in figure 12 yields the following results. The 2 K threshold corre-

sponds to a cirrus cloud IR optical depth of approximately 0.05 in good agreement with the

threshold determined from HIRS data. Referring to figure 13, the GOES PW retrieval (us-

ing the right-hand pixel over the ocean) is approximately 20% larger than the SRL value for

optical depths of 0.05. Over land, where the ISCCP cirrus detection threshold is 4 K, the
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cirrus opticaldepththresholdandtheerror in TWP becomeapproximately0.1 and40%,

respectively.This highbiasis consistentwith otherinvestigations[47]. If thisexampleis

representativeof thecurrentstateof clouddetectionalgorithms,it seemsevidentthatthe

probability that undetectedcirrus are introducinga high biasinto the precipitablewater

databaseis high. This highbiasneedsto beconsideredin thecontextof hurricanemodel

predictionssincethisstudyindicatesthatthin cirrusarecommonlyfoundin thehurricane

environment.

8 Summary and Conclusions

The NASA/GSFC Scanning Raman Lidar (SRL) was stationed at Andros Island, Bahamas

during August - September, 1998 as a part of the third Convection and Moisture Experi-

ment (CAMEX-3) hurricane study program. Lidar measurements of water vapor and cirrus

clouds have been compared with various other sensors during the four day period &August

21 - 24 when hurricane Bonnie passed near the island. The relative total precipitable water

calibration of the instruments was compared where the SRL measurements were calibrated

using a new cloud base calibration technique. The cloud base calibration value agrees very

well with the calibration value derived from radiosonde but shows less random variation.

The Cimel sun photometer was found to exhibit a wet bias of approximately 9% com-

pared with the baseline measurement of precipitable water from the GPS using GAMIT

processing. The general agreement of the TPW measurements of the other instruments was

+3 - 4%. Differences between the GAMIT and Bernese processing of approximately 3%
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with theBemesetechniqueproducingwetter resultsareattributedto minor differencesin

dataprocessingstrategies.

Theevolutionof the precipitablewatervaporduringthis periodwasstudiedusingall

thewatervaporsensorsatAndrosIsland.Themeasurementsrevealedtwo dryingepisodes

relatedto hurricane-inducedmid-troposphericsubsidence.Webelievetheseto bethefirst

extendedground-basedmeasurementsof watervapormadein thenearvicinity of ahurri-

caneanda significantimprovementoverradiosondemeasurementsalone.UsingtheSRL

profiling capability,theevolutionofprecipitablewaterwasstudiedbylayersindicatingthat

the predominantchangesin columnwateroccurredabove1kin. The layer betweenthe

surfaceand 1km wasrepresentativeof awell-mixedmarineboundarylayerwith relatively

constantmixing ratio throughoutthe layer. Therealsowasevidenceof mid-tropospheric

humidificationdueto rainfall onAugust24.

Theevolutionof cirruscloudgeometryandopticaldepthwerestudiedaswell. Theinflu-

enceof multiple scatteringon thelidarmeasurementswasstudied.An iterativetechnique

waspresentedwhichcorrectsfor theinfluence&multiple scattering and allows cirrus cloud

bulk extinction to backscatter ratio and particle radius to be determined. After converting

the UV optical depths to IR optical depths based on a comparison of SRL optical depth and

GOES brightness temperatures, the predictions of satellite brightness temperatures from a

simple radiative transfer model were compared with actual GOES brightness temperatures.

These predictions indicated that satellite radiances are noticeably affected for cirrus optical

depths above approximately 0.005. Larger errors were induced in the retrieved precipitable
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waterthan in the retrievedskin temperatures.Undetectedcirrus shouldpresenta consis-

tenthighbiasin GOESsatelliteretrievalsof TPW.Usingthecirrusclouddetectioncriteria

of the mostrecentISCCPanalysisindicatesthis biasis up to 20% overwaterand40%

over land. Errorssuchasthesecould influencehurricanemodelinitialization sincecirrus

cloudsareabundantin thevicinity of a hurricane.Furthermore,cloudclimatologystudies

basedon SAGEII observations[43] haveindicatedfrequenciesof sub-visualcirrusnear

thetropical tropopauseof up to 70%. This impliesthatthe influenceof undetectedcirrus

onsatelliteretrievalscouldbequitesignificantin tropicalregions.

An importantconclusionof this effort is that satellite retrieval algorithms need to be able

to detect the presence of cirrus clouds with IR optical depths as small as 0.005 in order to

avoid significant influences on satellite radiances and thus potential errors in retrievals. This

is an order of magnitude lower than the cirrus optical depth detection goal established in the

EOS science plan. Improved satellite measurement strategies such as the 1.375 #rn cirrus

channel of the MODIS instrument (http://modarch.gsfc.nasa.gov/MODIS/) on the recently

launched and upcoming Terra and Aqua satellites are needed to improve satellite sensitivity

to cirrus. However, the 1.375 #m channel is only effective at detecting cirrus during the

daytime. Therefore, studies similar to that performed here are needed to determine the

effectiveness of cirrus detection from satellite during both the daytime and the nighttime

to determine if there are diurnal biases in the satellite precipitable water record due to

undetected cirrus.
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